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Abstract

Flow and advective solute transport in fractured rock takes place in channels in fractures. In two detailed site investigations in granitic rock in Sweden made to find a suitable site for the Swedish final repository for spent nuclear fuel it was found that of intersected fractures in dozens of core drilled boreholes down to 1 000 m only 2–3 % of the fracture intersections were hydraulically conductive. The information has been used to build fracture network models assuming that flowing fractures are fully open over their entire extent. Because many of the conducting fractures are large compared to the diffusion penetration depth the matrix diffusion is modeled to be orthogonal to the fracture surface. This is not realistic. Field observations show that water flows in narrow, less than 0.3 m wide channels. For narrow channels the diffusion would increasingly become radial as the penetration depth by diffusion becomes larger than the channel width. With radial diffusion the rate of uptake into the matrix is much faster than by linear diffusion. To find the same intensity of flowing channels in boreholes these must lie much closer to each other than fully conducting fractures. With radial diffusion the rock matrix between channels is more rapidly accessed by the solutes.

In combination with the fact that narrow channels must form a much denser network of channels than wide channels (entirely open fractures) for a given intensity of flow wetted surface, FWS, in the rock, the water in the porous rock matrix between the channels much more rock is accessed by diffusion. This leads to much larger retardation of solutes carried by the seeping water.

In some examples based on field data it is shown that even a non-sorbing nuclide such as the very long-lived 129I can be retarded very strongly. The shorter lived 14C could decay by many orders of magnitude, which would not be the case if diffusion is linear from the channels. Sorbing nuclides are even more strongly retarded. This can have a considerable impact in a safety analysis for a nuclear waste repository.

The novelty of this report is that the presence of narrow channels will give radial diffusion when the diffusion penetration depth becomes comparable to the channels width. The network of narrow channels is much denser than one with wide channels (entire fracture widths as used in fracture networks), which with radial diffusion results in a vastly increased fraction of rock mass reached by the diffusing solutes because radial diffusion from the channels is much more space filling than linear diffusion from the same channels. It is the combination of dense channels networks and radial diffusion that causes the dramatic increase of retardation.
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1 Background and introduction

In some countries high-level nuclear waste will be deposited deep in crystalline rocks. Crystalline rocks contain fractures, which play an important role in understanding and modelling water flow and solute transport. In fractured rocks water flows mainly in fractures because the rock matrix has a very low hydraulic conductivity. However, the low permeability porous rock matrix plays a dominating role for solute transport role because solutes can diffuse in and out of the stagnant water in the matrix and gain access to a much larger water volume and more crystal surfaces to react with than in the flowing fractures (Neretnieks 1980). The rock matrix pore water can delay the transport of solutes and allow many radioactive contaminants to decay to negligible values. In most papers on modelling flow and transport in fractures where matrix diffusion is important it is assumed that the diffusion is one-dimensional and is orthogonal to the fracture surface. This paper explores the impact on the solute transport and retardation of radial diffusion from narrow channels in fractured rock.

Discrete fracture network models, DFN, have been used to model large-scale flow and transport in granitic rock (e.g. Cacas 1990a, b, Joyce et al. 2010, Hartley and Roberts 2013). Theoretical and computational approaches are described by Sahimi (2011). An overview of earlier work can be found in Berkowitz (2002). In fracture networks models the conducting fractures are modelled as being fully open over their entire extent. The fractures intersect each other forming the conductive network. Each fracture is then assigned a volume, size and transmissivity, taken from some stochastic distribution (Dershowitz and Fidelibus 1999). A considerable number of papers on network modelling are referenced in Neuman (2005) who also gives an overview of the difficulties and intricacies encountered in modelling flow and transport in fractured media. An overview of groundwater flow modelling of a Swedish site is reported in Selroos and Follin (2010). Solute transport processes, matrix diffusion and other processes in fractured rock can be found in and SKB (2004).

The transmissivity distribution can be experimentally assessed by injecting or withdrawing water at different locations in drilled boreholes in the rock mass. This can be done by sealing off narrow parts of the borehole and injecting/withdrawing water or can by changing the hydraulic head in the entire borehole and measuring the inflows at different locations by some flowrate-metering device. Different such tools are available. Borehole cameras are used to inspect the hole and locate the flowing and non-flowing fractures. Cores from the boreholes are also inspected and give information on which fractures are open, partly closed or closed and their orientations. The closed fractures are considerably more abundant that the open and partly open fractures. However, far from all the latter are found to be transmissive. The fraction of transmissive fractures in some well-investigated granitic rock masses were found to make up a few percent of all fractures in the boreholes (Rhén et al. 2008, Follin 2008). Fracture size distributions are assessed from measurements on outcrops but it is recognized that this may not be representative of the fractures at depth. Fracture apertures are estimated from the measured hydraulic transmissivities by the so-called cubic law but with modifications based on observations that the "hydraulic" aperture is often considerably smaller than the physical aperture.

The assumption that fractures are either open or closed is unrealistic and introduces further uncertainties in fracture network modelling. Fractures in rock under stress must be in contact in places to transmit the stress and can be open in some locations where the two fracture faces do not exactly fit. The misfit can be caused by dis-alignments induced when the fracture formed or later when tectonic movement sheared the fractures. Where open locations connect over large distances, hydraulically connected paths exist that may carry water. For a given hydraulic gradient-direction preferential flowpaths form. With a different gradient direction the water seeks out other paths. We call such paths channels but acknowledge that these are mostly not permanent physical channels although such may form by dissolution/precipitation of the rock minerals over long time.

Channelling has been observed in small scale laboratory experiments in a few cm to tens cm samples with natural or induced fractures, in large laboratory experiments, in field experiments over meters to 100s of meters and on walls of drifts and tunnels where water is seen to emerge in less than cm to tens of cm wide channels in the otherwise non-seeping fracture. Tsang and Neretnieks (1998) give an overview of a large number of experiments in which channelling is observed, conceived and interpreted. Bodin et al. (2003a, b) discuss the fundamental mechanisms of flow and transport in
fractures and Cvetkovic et al. (1999) discuss transport of reactive solutes in a single fracture. Crawford (2008) reports a number of cross-hole experiments and single well injection withdrawal experiments that have been evaluated using channelling assumptions. Channel widths of centimetres and larger were reported but it is noted that there are considerable uncertainties in the interpretations.

Many papers on simulation of flow and solute transport in variable aperture fractures have been published, some based of measured data from real fractures, others based on general assumptions on local transmissivity variations and correlation lengths. Particle tracking is often used to find the flowpaths (Tsang and Tsang 1987, 2001, Tsang et al. 1988, Moreno et al. 1990). Also analytical methods have been developed to do this (Amadei and Illangasekare 1994). Commonly it is found that one or a few paths carry by far the largest fraction of the water flow through the fracture. It is also found that breakthrough curves often have multiple peaks, which suggests that there are several more or less independent flowpaths.

Solute that are carried by the water in channels in fractures will interact with the rock matrix in several ways. The solutes may diffuse in and out of the porous rock matrix accessing the stagnant water and therefore becoming diluted and retarded. Sorbing solutes sorb on the inner surfaces of the rock matrix. The rock may be altered near the fracture and the fracture surfaces may be covered with different mineral coatings, which will influence the access to the matrix (Mahmoudzadeh et al. 2014). They may also diffuse in and out of stagnant water in parts of the fracture adjacent to the channel where flow is so slow that flow velocity can be neglected. This has a similar effect as the diffusion in and out of the rock matrix adjacent to the channel and contributes to deplete solute in the flowing water in the channel (Neretnieks 2006). Johns and Roberts (1991) modelled the transport in and between two adjacent flowing channels with different velocities. The solute that enters the stagnant or slowly seeping water will come in contact with more fracture surface into which it can diffuse. These processes additionally dilute and retard the solute.

Sorbing solutes such as positively charged ions, e.g. many radionuclides, when entering the rock matrix have access to the negatively charged inner surfaces of the matrix on which they sorb. This can lead to considerable increase of the retardation. The diffusion into stagnant zones in the fracture adjacent to the channel can be accounted for in channel network but not in fracture network models because of the assumption of fully transmissive or fully closed fractures. Diffusion into stagnant zones outside the channel will increase the surface from which matrix diffusion occurs and additionally retard the solute.

Matrix diffusion from fractures in networks has been modelled and incorporated in radionuclide chain transport codes (Joyce et al. 2010, Hartley and Roberts 2013). However, these studies are based on the concept that fractures are either open or closed over the entire fracture with the consequences that the flowing fractures are very sparse and that the rock between and far from the fractures is not readily accessible by molecular diffusion during times of interest. The sparse fractures may lead to poor connectivity of the fracture network and can be sensitive to fracture size distribution as has been pointed out by Berkowitz (2002). The fracture size distribution, assessed from observation on outcrops, has a considerable influence on the connectivity of the fracture network. The long distance between fractures and resulting limited matrix access may lead to underestimation of solute retardation. Poor connectivity in the fracture network on the other hand may lead to overestimation of isolation power of the rock mass.

There are many observations that flow in fractures is channelized. This has been observed in laboratory scale fractures (Neretnieks et al. 1982, Moreno et al. 1985, 1988, Brown et al. 1998, Huber et al. 2012, Develi and Babadagli 2015). There are also observations on larger scales that show distinct channelling (Abelin et al. 1983, 1985). There are observations in large field experiments as well as on rock faces in drifts and tunnels (Abelin et al. 1991, 1994, Birgersson et al. 1992, 1993, Tsang and Neretnieks 1998, Pamquist and Stanfors 1997, Stober and Bucher 2006). It is also found that many of the channel intersections themselves can conduct water (Abelin et al. 1991). An example of channelling in granitic rock from in the Bolmen tunnel in Sweden (Stanfors 1997), is shown in Figure 1-1. In the granitic rock the Bolmen tunnel in southwest Sweden infiltrating oxygenated rainwater dissolves ferrous iron minerals. The water becomes anoxic and dissolves ferrous iron minerals, but as it emerges into the air in the tunnel the ferrous iron is oxidized to ferric iron mediated by microbial activity, and the
iron precipitates as ferric hydroxide. This together with the microbes precipitates and is seen as the reddish streams. Detailed mapping was done in the Kymmen tunnel (Pamquist and Stanfors 1997). The channel density in the tunnel varied considerably, often there were only one or two channels in the more prominent, longer, fractures; most of the fractures did not have visible channels. Often flow was seen at fracture intersections.

In the 3D flow and tracer experiment at Stripa underground research laboratory, URL (Abelin et al. 1991) the 9 tracers injected in 9 different points, 11 to 50 m above the drift, were found in different locations and in different proportions in the 175 collection locations, sometimes bypassing paths taken by other tracers in the 3D network of channels. This showed that a complex channel network was present on the scale 70 × 50 × 5 meters. Similarly in the smaller scale channelling experiment over some meter distances in a “prominent” fracture with a special “multipede” packer, also at Stripa, a complex channel network was found to exist as the injected tracers also arrived in 5 different locations on the face of the drift outside the “prominent” fracture. This was in addition to flowpaths in the “prominent” fracture in which the experiment was aimed to have most of the flow (Abelin et al. 1994). This was similar to the earlier findings in the 3D experiment but on a smaller scale. Unexpected flowpaths in the rock outside the “prominent” fracture were found in a third experiment, the 2D experiment (Abelin et al. 1983) and the TRUE experiment at Åspö URL (Neretnieks and Moreno 2003).

Numerical experiments with fractures with variable aperture have shown channelling effects with one or a few paths that carry most of the water (Tsang and Tsang 1987, 1989, Tsang et al. 1988, Moreno et al. 1988). It is found that even small shearing of fractures induces channelling (Min et al. 2004, Auradou et al. 2006, Koyama et al. 2009). This further supports the above observations.

Consequences of channelling are the main theme of this paper and we discuss its impact on solute transport especially considering radial diffusion from the channel into the rock matrix. Diffusion in the porous rock matrix causes retardation of solutes carried by the flowing water in fractured rock (Neretnieks 1980, Neuman 2005, Crawford 2008). Channels are assumed to be flat features and any diffusion in and out of the matrix is assumed to be linear and perpendicular to the channel surface in practically all previous modelling (Neretnieks 1980, Sudicky and Frind 1982, Cvetkovic et al. 1999, 2004). It may be argued that this still captures the solute retardation correctly because even if the “fully open” fractures were divided into a number of ribbons and these were arranged in a 3D channel network the flowing water would be in contact with the same magnitude of flow wetted surface area, FWS, over which the solutes migrate in and out of the rock matrix. Similar results should be expected as was also found by Selroos et al. (2002).

Figure 1-1. Water emerging from channels in the fractures is stained red by precipitating ferric hydroxide.
However, when the channels are narrow, there will be a large number of channels that supply the same FWS per volume of rock as the sparse fully open fractures do. The channels in the network will be closer to each other than two fully open fractures in the DFN. Furthermore, and a central theme of this paper, when a channel is narrow it may be more realistic to model the matrix diffusion as if it were radial from a tube with the same FWS. This would be more realistic when the penetration depth of the diffusing solute grows larger than the channel width. Matrix diffusion geometry and radial diffusion from veins in soils, has been discussed by Molz (1981), Gerke and van Genuchten (1997) and by Carrera et al. (1998).

Radial diffusion has been shown to be much more effective than linear diffusion from a single channel with the same FWS as a flat channels (Rasmuson and Neretnieks 1986). It has not been previously studied how this affects the solute transport through a networks of channels.

Radial diffusion from a dense network of narrow channels also leads to that the rock between two nearby channels may be more rapidly accessed by the solute than the rock mass between large distant “fully open” fractures. In the extreme with a very dense channel network the entire water in the porous matrix will be rapidly accessible to the solute and the transport behaves as if the pores of the rock contributed to the flow porosity. The porosity of the network of flowing fractures is much smaller than that of the matrix in crystalline rocks such as granite and the solute would move proportionally slower. This applies already for non-sorbing solutes. Sorbing solutes will more rapidly have access to more sorption sites in the rock matrix and will be even more retarded than non-sorbing solutes.

One of the aims of this paper is to show that channels in fractures can lead to major differences for solute transport compared to discrete fracture models in which it is assumed that fractures are either closed or transmissive over their entire extent. Another aim is to demonstrate that solute transport by diffusion from narrow channels into the rock matrix can more effectively retard solutes. A third aim is to devise solution(s) to the flow and transport equations for flow in channel with radial exchange of solute with the rock matrix for use in channel network models. For this we need to have a way of describing how channels connect to each other and how close to each other the channels in the network are located in order to assess how the solute diffusion from one channel may interact with that from a neighbouring channel.

We have earlier used a channel network model, CNM, with linear matrix diffusion (Moreno and Neretnieks 1993, Gylling 1997, Gylling et al. 1999). In that model the channel intensity and transmissivity distribution from observations in boreholes and a measure of channel widths is needed. For visualization purposes the channels are arranged in a cubic lattice with the channels along the edges of the cubes. It is also assumed that fracture intersections can be transmissive, forming a channel, so that in each corner of the network up to six channels may intersect. The intensity of channels and their transmissivities are assigned from a population obtained from down-hole measurements such that when the network is subjected to a hydraulic change, stochastically the observed channel intensity and flowrates in the channel intersections in boreholes are reproduced. Should there be trends of preferential directions of fracture family orientations, as observed in the boreholes, the cubic grid can be “deformed” to account for this. If there is information of correlation between channel lengths and transmissivities this can be included when assigning transmissivities to nearby channels. Making the grid denser there readily incorporates channelling in fracture zones, where such exist.

In the following section a model for solute transport in a channel with radial diffusion in the rock of a solute is presented and its solution in Laplace space is given. It is shown how solute transport through flowpaths that traverse an arbitrary number of channels each with different properties can be modelled. The section following shows how the effluent concentration from a flowpath over time is obtained from the analytical solution in Laplace space by numerical inversion to time space. The section thereafter shows how mean channel length and channel density in the channel network is obtained from borehole hydraulic data and channel width. Examples of data from different sites are shown. A number of examples are presented for three nuclides with different properties. Finally we discuss the results and make some conclusions.
2 Modelling solute transport in channels

2.1 Solute transport in a circular channel

Figure 2-1 illustrates the propagation of a diffusing solute from a flat channel and from a circular channel with the same flow wetted surface. The flow rate and velocity are set the same in the flat and the circular channel. Therefore the circular channel must be thought of as being made up of a concentric slit. It is seen that radial diffusion will involve a larger volume of rock compared to linear diffusion. When solute from two parallel channels would start to interfere with each other, which is on the order of halfway between the two parallel channels, an impenetrable boundary is assumed to exist at radius $r_y$.

The following equations describe the two main mechanisms, advective flow in the $x$-direction and transport of solute with concentration $c$ in the channel from which radial diffusion with pore diffusion coefficient $D_p$ takes place, Concentration is denoted by $c_p$ in the porewater of the rock matrix, which has porosity $\varepsilon$. Diffusion is only in the $r$-direction from the channel into the surrounding porous rock. The cylindrical channel has inner diameter $r_i$, which has the same FWS as the flat channel $r_i = W_f / \pi$. The volume of the flowing channel however is kept the same as that of the flat channel. At radius $r_y$, solute will not pass.

For the nuclide, with pore water concentration $c_p$ and decay constant $\lambda$,

$$\frac{\partial c_p}{\partial t} = \frac{D_a}{r} \frac{\partial}{\partial r} \left( r \frac{\partial c_p}{\partial r} \right) - \lambda c_p \quad (2-1)$$

$D_a = \frac{D}{\varepsilon}$ is the apparent diffusion, $R$ is the retardation factor due to linear reversible sorption, $\varepsilon = \frac{1}{1 + K_d (1 - \varepsilon)}$. $K_d$ is the mass sorption coefficient, $\rho$ the rock mineral density. The initial and boundary conditions for (2-1) are

$$c_p(t, r_y < r < r_y, x) = 0 \quad (2-2)$$

$$c_p(t, r = r_y, x = 0) = c(t, x = 0) \quad (2-3)$$

$$\frac{\partial c_p(t, r = r_y, x)}{\partial r} = 0 \quad (2-4)$$

Neglecting sorption on the channel surface, for the channel at any location $x$ the concentration $c$ varies as

$$\frac{\partial c}{\partial t} = -u \frac{\partial c}{\partial x} + \frac{1}{b} D_p \varepsilon_p \frac{\partial c_p}{\partial r} \bigg|_{r = r_i} - \lambda c \quad (2-5)$$

Figure 2-1. Linear diffusion from a flat channel and radial diffusion from a circular channel.
The term $1/b$ can be seen as the flow wetted surface of the channel to its volume $V = \frac{\pi \rho^2 L}{2bW_s}$ and this entity must be the same for the channel for both radial and linear diffusion because we need to maintain the same flow velocity and water residence time in the channel. Equation (2-5) is therefore valid for both cases. This implies, however, that the cylinder must be partly filled with a concentric solid smaller cylinder as shown in the right hand picture of Figure 2-1. Note that the fracture aperture $b$ is very small compared to the width of the channel.

We intentionally do not include axial diffusion or dispersion. Diffusion could be readily incorporated in the model but it has a negligible effect, as does Taylor dispersion. Hydrodynamic dispersion is not a transport mechanism and its use in the advection dispersion model leads to strange effects that cannot readily be reconciled with observations and when modelling reactive solutes. See e.g. Neretnieks (2002a, b). It is often used to describe the spreading of a tracer pulse but in the opinion of this author it is not correct to model it as if it were equivalent to Fickian diffusion in fractured rocks because field experiments invariably show that the dispersion coefficient increases with measurement distance. However, as it is used in the advection dispersion equation it is taken to be constant when solving the equation. The dispersion coefficient, evaluated from tracer tests by curve fitting seems to increase in direct proportion to the scale of observations (Gelhar et al.1992, Gelhar 1993, Neuman 2005). The observed dispersion-path length dependence can be understood as being caused by differences in residence times in different flowpaths and not by a Fickian diffusion-like mechanism (Neretnieks 1983, 2002a, b, Chesnut 1994, Molz 2015).

The initial and boundary conditions are

$$c(t = 0, x) = 0$$  \hspace{1cm} (2-6)

$$c(t, 0) = c_{in}(t)$$  \hspace{1cm} (2-7)

The system of equations will be solved using Laplace transformation. For the matrix the transformation gives

$$\tilde{c}_p(s + \lambda) = \frac{D_a}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \tilde{c}_p}{\partial r} \right)$$  \hspace{1cm} (2-8)

$$\frac{\partial \tilde{c}_p(x, r = r_i)}{\partial r} = 0$$  \hspace{1cm} (2-9)

The solution to (2-8) to (2-10) is

$$\tilde{c}_p(x, r) = \tilde{c}(x) \left( \frac{ir \sqrt{s + \lambda}}{\sqrt{D_a}} \right) \frac{Y_0}{J_1} \left( \frac{ir \sqrt{s + \lambda}}{\sqrt{D_a}} \right) \left[ J_0 \left( \frac{ir \sqrt{s + \lambda}}{\sqrt{D_a}} \right) Y_1 - Y_0 \left( \frac{ir \sqrt{s + \lambda}}{\sqrt{D_a}} \right) J_1 \right]$$  \hspace{1cm} (2-11)

$J$ and $Y$ are Bessel functions of first and second kind and $i = \sqrt{-1}$.

The gradient at the inner radius of the channels, which is needed to solve the equation for the channels is

$$\frac{\partial \tilde{c}_p}{\partial r} \bigg|_{r=r_i} = \frac{\sqrt{s + \lambda}}{\sqrt{D_a}} B \tilde{c}(x)$$  \hspace{1cm} (2-12)

$$B = \frac{J_1 \left( \frac{ir \sqrt{s + \lambda}}{\sqrt{D_a}} \right) \left[ - Y_0 \left( \frac{ir \sqrt{s + \lambda}}{\sqrt{D_a}} \right) J_1 + J_0 \left( \frac{ir \sqrt{s + \lambda}}{\sqrt{D_a}} \right) Y_1 \right]}{J_1 \left( \frac{ir \sqrt{s + \lambda}}{\sqrt{D_a}} \right) \left[ - Y_0 \left( \frac{ir \sqrt{s + \lambda}}{\sqrt{D_a}} \right) J_1 + J_0 \left( \frac{ir \sqrt{s + \lambda}}{\sqrt{D_a}} \right) Y_1 \right]}$$  \hspace{1cm} (2-13)

or the equivalent result with the modified Bessel functions $I$ and $K$. 
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\[ \begin{align*}
B &= \frac{K_1}{D_a} \left( \frac{r_y \sqrt{s + \lambda}}{\sqrt{D_a}} \right) I_1 \left( \frac{r_y \sqrt{s + \lambda}}{\sqrt{D_a}} \right) - \frac{K_1}{D_a} \left( \frac{r_y \sqrt{s + \lambda}}{\sqrt{D_a}} \right) I_1 \left( \frac{r_y \sqrt{s + \lambda}}{\sqrt{D_a}} \right) \\
&\quad + K_1 \left( \frac{r_y \sqrt{s + \lambda}}{\sqrt{D_a}} \right) I_0 \left( \frac{r_y \sqrt{s + \lambda}}{\sqrt{D_a}} \right) + K_0 \left( \frac{r_y \sqrt{s + \lambda}}{\sqrt{D_a}} \right) I_1 \left( \frac{r_y \sqrt{s + \lambda}}{\sqrt{D_a}} \right)
\end{align*} \] (2-14)

\(B\) only depends on the conditions in the matrix region.

Equation (2-5) with initial condition (2-6) by Laplace transformation gives at location \(x\) in the flowing channel

\[ (s + \lambda) \tilde{c}(x) = -u \frac{d\tilde{c}(x)}{dx} + \frac{D_p \varepsilon_p}{B} \frac{d\tilde{c}}{dr} \bigg|_{r=r_t} = -u \frac{d\tilde{c}(x)}{dx} + \frac{\varepsilon_p \sqrt{D_p R}}{b} \sqrt{s + \lambda} B \tilde{c}(x) \] (2-15)

or

\[ (s + \lambda - DG \sqrt{s + \lambda}) \tilde{c}(x) = -u \frac{d\tilde{c}(x)}{dx} \] (2-16)

where

\[ DG = \frac{\varepsilon_p \sqrt{D_p R}}{b} B \] (2-17)

With boundary condition

\[ \tilde{c}(x = 0) = \tilde{c}_{in} \] (2-18)

(2-16) and (2-18) have the solution

\[ \tilde{c}(x) = \tilde{c}_{in} e^{x(s+\lambda-DG\sqrt{s+\lambda})} \] (2-19)

It is of some interest to study how different parameters and parameter groups will influence the results. The concentration is determined by the term \(x(s+\lambda-DG\sqrt{s+\lambda})\), which can be divided in two: \(x(s+\lambda)/u\) and \(xDG\sqrt{s+\lambda}/u\). The first term contains the water residence time \(t_w = x/u\) in the path. The second term can be written

\[ DG \frac{x}{u} = \frac{\varepsilon_p \sqrt{D_p R} x}{b} = \frac{\varepsilon_p \sqrt{D_p R} x 2W_f}{q} B = MPG \frac{A_q}{q} \times B \] (2-20)

\(MPG\) is called the materials property group, which only contains entities that depend on the materials properties. The group \(2W_f = \frac{A_q}{q}\), which is the flow wetted surface \(A_q\) in the channel divided by the flowrate \(q\) in it. It is further noted that the half-fracture aperture \(b\) does not influence \(DG\sqrt{s+\lambda}\) in Equation (2-20). The aperture and thus water velocity \(u\) will influence the breakthrough curve by shifting the entire RTD by the water residence time \(t_w = x/u\). This is a consequence of the first shift property of the Laplace transformation by the term \(e^{-x/u}\) in Equation (2-19). When matrix diffusion considerably retards the solute, the water residence time and the fracture aperture can be expected to have a minor or even negligible impact on the tracer break through curve, BTC. \(A_q/q\) will together with the MPG strongly impact the BTC. The entity \(B\) influences the results via the tube radius \(r_t = \frac{W_F}{\pi}\) and the apparent diffusivity \(D_a = \frac{D_p}{R}\) in a complex manner, see Equation (2-13).

### 2.2 Transport in a flat channel

We want to compare the transport in the flat channels with linear diffusion with that when the diffusion is radial. The equations for the former are presented below. For a flat channel with linear diffusion (2-1) instead is

\[ \frac{\partial c_p}{\partial t} = D_a \frac{\partial^2 c_p}{\partial x^2} - \lambda c_p \] (2-21)
and the gradient at \( z = 0 \) is
\[
d\tilde{c}_j \frac{\partial \tilde{c}(x)}{\partial z} \bigg|_{z=0} = \frac{\sqrt{s+\lambda}}{\sqrt{D_a}} \frac{2}{1 + e^{\frac{2s+2\lambda}{\sqrt{D_a} z_y}}} - 1 \tilde{c}(x) \tag{2-22}
\]

\( z_y \) is the distance to the reflection boundary where the gradient is zero, analogous to Equation (2-10) for the radial diffusion case.

For linear diffusion
\[
B = \frac{2}{1 + e^{\frac{2s+2\lambda}{\sqrt{D_a} z_y}}} - 1 \tag{2-23}
\]

For very large distance between the channels \( z_y \to \infty \), \( B = -1 \) whereas for radial channels \( B \) depends on \( r_j \to \infty \).

\[ \frac{1}{\sqrt{D_p}} \]

### 2.3 Transport in a path consisting of a number of channels in series

A path consists of a number of channels that the solute passes. In a network of channels the effluent concentration from one channel contributes to the inlet concentration to another channel. One can determine the multitude of paths from one or more starting positions by e.g. particle tracking and keep track of the flowrates and other properties of each channel. With this information the effluent concentration from the last channel at the effluent location can be obtained in each path by convolution, which in Laplace space is done by a simple multiplication using (2-19) for each consecutive channel “j” in the path.

The effluent from channel “1” is
\[
\tilde{c}(x_1) = \tilde{c}_{in} e^{-\frac{2s}{u_1}(s+\lambda-DG_1\sqrt{s+\lambda})} \tag{2-24}
\]

This contributes to the inlet concentration to channel “2”, which then has an effluent concentration
\[
\tilde{c}(x_2) = \tilde{c}_{in} e^{-\frac{2s}{u_2}(s+\lambda-DG_2\sqrt{s+\lambda})} e^{\frac{2s}{u_2}(s+\lambda-DG_2\sqrt{s+\lambda})} \tag{2-25}
\]

In the same way any number of channels in a path can be followed. The outlet from the last channel “Nk” in this path is
\[
\tilde{c}_{Nk} = \tilde{c}_{in} \prod_{k=1}^{N_k} e^{-\frac{2s}{u_k}(s+\lambda-DG_k\sqrt{s+\lambda})} = \tilde{c}_{in} e^{-\sum_{k=1}^{N_k} \frac{2s}{u_k}(s+\lambda-DG_k\sqrt{s+\lambda})} \tag{2-26}
\]

With \( t_w = \frac{z}{u} \) and \( DG = \frac{M P G}{q} B \)
\[
\tilde{c}_{Nk} = \tilde{c}_{in} e^{-\sum_{k=1}^{N_k} t_{w,k}(s+\lambda)} e^{\sum_{k=1}^{N_k} M P G_k \left( \frac{A_k}{q} \right) B_k \sqrt{s+\lambda}} \tag{2-27}
\]

If, for example by particle tracking, in the channel network with known flowrates, widths, apertures and material properties in each channel the different paths (large number) consisting of the different “channels” is known the sum of residence times in each channel in the path adds up to the total residence \( t_j \) in path \( j \). Similarly the total flow wetted surface to flowrate for the path times the materials property group could be obtained. Also \( B_j \) varies between channels and has to be determined for each channel.

The total concentration at an effluent point is obtained by sum of solute flowrates divided by sum of water flowrates from all paths ending in that effluent location.
3 Numerical inversion method

The solutions presented earlier are in Laplace space. They need to be inverted to time space. The equations are not readily inverted analytically and numeric methods must be used. With $F(s)$ being the function in Laplace space to invert to $f(t)$, $F(s)$ in this case is given by Equation (2-27). The inverse Laplace transform is a complex inversion integral given by

$$f(t) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} e^{st} F(s) \, ds$$

(3-1)

The inversion is done numerically by Fourier function approximation of $F(s)$. We use a discretized form of the inversion integral (de Hoog et al. 1982, Boupha et al. 2004).

$$f(t) = \frac{e^{\sigma t}}{T} \left[ \frac{1}{2} F(\sigma) + \sum_{k=1}^{\infty} (Re(F(\sigma + k\pi i T))) e^{k\pi t/T} \right]$$

(3-2)

$Re(F(s))$ denotes the real part of the complex-valued $F(s)$, where $\sigma = \sigma_0 - \frac{\ln(Er)}{2T}$. The parameters $Er, \sigma_0$ and $T$ were chosen to be $10^{-8}, 0$ and $2.5 \times t_{\text{max}}$ respectively, where $t_{\text{max}}$ is the largest time in the time range of interest. These values were selected after a number of tests inverting functions with known analytical expressions for $F(s)$ and $f(t)$. To accelerate the convergence of the infinite series summation we use the Method “WynnEpsilon” in the numeric summation routine “NSum” in Mathematica (Wolfram Research Inc. 1988–2014). The largest errors were a few tenths of one percent but were mostly much smaller on the order of $10^{-5}$ or smaller. Figure 3-1 shows the error in the example case shown in Figure 5-1, for linear diffusion using the analytical solution of Neretnieks (1980) for $z_\rightarrow \infty$. The number of terms used before extrapolation was 1000 in this example. For radial diffusion often much fewer terms mostly gave stable results. Similar errors were found for the two example cases used by de Hoog et al. (1982). An alternative would be the commonly used implementation of the de Hoog algorithm INVLAP in MATLAB (Hollenbeck 1998), which is considerably more sophisticated.

![Figure 3-1. Example of error between analytic and numerically inverted results for a case where c/co varies from 0 to 0.8.](image-url)
4 Channel Network Modelling

4.1 Obtaining data for a channel network model

The intensity of channels, their lengths, widths, transmissivities and apertures can be estimated from in-situ measurements and from other sources. One set of data is the number of intersections of water conductive fractures per meter borehole that traverses the rock mass of interest, \( P10_{\text{flow}} \) (number of fractures per m). The specific flow wetted surface for solute interaction can be assessed from the intensity of water conductive fractures \( P32_{\text{flow}} \) (m\(^2\) fracture surface/m\(^3\) rock), which is twice this number. \( P32_{\text{flow}} \) is usually determined from \( P10_{\text{flow}} \), modified by fracture orientations to account for the smaller chance of intersecting fractures that are not perpendicular to the borehole, using the Terzaghi correction.

Measurements of fracture/channel intensities \( P10_{\text{flow}} \) can be made by shutting off short lengths of a borehole in the rock by packers and injecting/withdrawing water or by other flow techniques or meters e.g. the Posiva flow tool (Öhberg and Rouhiainen 2000). This gives information of the flowrate distribution in the flowing fractures. From this information the transmissivity distribution of the channels can be estimated.

A detailed discussion on fracture intensity measures can be found in Dershowitz et al. (1998). In the site investigation of the Laxemar site it was found that only 2.7 % of all 64452 fractures observed in deep boreholes intersected conductive channels (Rhén et al. 2008). Detailed inspection of the drill cores showed that of all the borehole/fracture intersections 10.6 % were classified as being open. At Laxemar \( P10_{\text{flow}} = 0.11 \, \text{m}^{-1} \) which means that at repository depth in the boreholes one fracture with a conducting channel was found every 9 metres. It also showed that there were about 35 fractures that were not conducting for every conducting fracture, or rather that the closed parts of these fractures were intersected. At the Forsmark site, of 34191 fractures totally 1.7 % were conductive and 7.1 % were classified as open or partly open (Follin 2008). If instead of assuming that fractures are either transmissive over their entire size or entirely non-conducting all fractures have channels the channels would on average make up a few percent of the entire fracture surface in the two sites mentioned.

Channel widths cannot be determined from borehole measurements. Observations are made in drifts and tunnels where the channel surface density, CSD, expressed as number of channels per m\(^2\) and channels widths can be measured. Channel widths are often found to be a few mm to several tens of cm. In our CNM channel lengths are basically equal to the size of the cubes in the grid. If information is available on the persistence of extensive flowpaths this can be incorporated by assigning the same or similar properties to a number of directly connected channels.

4.2 Arrangement of channels in the network

For visualization purposes the channels are arranged in a cubic network. If the cube were made up of fractures that are transmissive everywhere with sizes \( L_{\text{large}} \times L_{\text{large}} \), where \( L_{\text{large}} \) is the edge length of the cube surrounded by fully open fractures, the fracture intensity \( P32_{\text{flow}} \) m\(^2\)/m\(^3\) rock is

\[
P32_{\text{flow}} = \frac{3}{L_{\text{large}}} \tag{4-1}
\]

If the fully open fracture is divided in “strips = channels” with width \( W_f \) their total area in the rock mass must sum up to the same intensity \( P32_{\text{flow}} \) as the value found with the fully open fraction assumption. These channels are placed at the edges of smaller cubes with an edge length of \( L_{\text{small}} \). Each edge has area \( W_f L_{\text{small}} \) which is shared by four cubes. \( P32_{\text{flow}} \) is the same for both small and large cubes, which gives

\[
L_{\text{small}} = \sqrt{\frac{W_f L_{\text{large}}}{4}} \tag{4-2}
\]

Another way of estimating the channel width is from observations of channel surface density seen on the walls of drifts and tunnels. In the cubic grid CSD is approximately equal to \( L_{\text{small}}^{-2} \). Then

\[
W_f = \frac{P32_{\text{flow}}}{3CSD} \tag{4-3}
\]
Direct observations of channels widths range from mm to some tens of cm (Abelin et al. 1983, 1985, 1994). See also Tsang and Neretnieks (1998) for an overview of channelling experiments and observations on different scales. Some observations of channel data are given in Table 4-1. These data have been gathered in rock that lies outside of larger fracture zones. In fracture zones the fracture frequency is considerably larger as is also the transmissivity of the channels. The Stripa 3D and SFR information has been used to simulate and analyse the frequency of flowrates and channel density distributions for use in the channel network model (Moreno and Neretnieks 1991). That report also discusses how channel widths can be assessed. The observation times in those experiments are short and only small impact of radial diffusion is expected to be seen. Radial diffusion will start to influence solute transport after tens to thousands of years in the type of fractured crystalline rocks discussed here.

The number of possible paths through the network is immense even for rather small networks. However it is not necessary to know all possible paths that can be taken by a particle entering the channels network to obtain acceptably good simulations of solute transport through the network by stochastically generating a number of paths by particle tracking based on the probability density functions of the parameters. The idea is similar to Monte-Carlo integration. In fracture network modelling less than 10000 paths were deemed to give sufficiently reliable results for the purpose of performance assessment (Joyce et al. 2010).

Table 4-1. Observations of channelling and other data on channels in rock between large fracture zones.

<table>
<thead>
<tr>
<th>Location and/or experiment</th>
<th>Channel width $W_f$ (m)</th>
<th>Channel surface density CSD m$^{-2}$ (m$^2$/channel)</th>
<th>Fracture intensity $P_{32 \text{flow}}$ m$^{-1}$</th>
<th>Conductivity of fracture network $K$ m s$^{-1}$</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stripa 2D</td>
<td>0.1–0.2</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>Single fracture 5 m, at 360 m depth</td>
<td>Abelin et al. (1983, 1985)</td>
</tr>
<tr>
<td>Stripa 3D</td>
<td>0.034–0.34</td>
<td>0.145 (6.9)</td>
<td>0.1–14 from 5 tracer retardation data</td>
<td>$(0.6–3.6) \times 10^{-11}$</td>
<td>Observation area 750 m$^2$, at 360 m depth, flow porosity $2–16 \times 10^{-13}$</td>
<td>Abelin et al. (1991)</td>
</tr>
<tr>
<td>Stripa Channelling Kymmen</td>
<td>0.001–0.1</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>Along a 1.95 m long fracture in tunnel over several km</td>
<td>Abelin et al. (1994)</td>
</tr>
<tr>
<td>Bolmen</td>
<td>0.01–0.3</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>In tunnel over several km</td>
<td>Neretnieks (1984), Palmquist and Stanfors (1987)</td>
</tr>
<tr>
<td>SFR</td>
<td>0.01–0.3</td>
<td>0.029, (35) over 14000 m$^2$, (50–100)</td>
<td>NA</td>
<td>NA</td>
<td>At repository depth &gt; 100 m</td>
<td>Neretnieks (1984), Holmén and Stigsson (2001)</td>
</tr>
<tr>
<td>Åspö, True 1 experiment</td>
<td>NA</td>
<td>NA</td>
<td>4.5</td>
<td>$1 \times 10^{-4}$</td>
<td>Tracer experiments at 400 m depth over 5–10 m distance</td>
<td>Neretnieks and Moreno (2003)</td>
</tr>
<tr>
<td>Laxemar</td>
<td>NA</td>
<td>0.08–0.55</td>
<td>$(0.4–20) \times 10^{-6}$</td>
<td>At around 150–400 m depth</td>
<td></td>
<td>Rhén et al. (2008)</td>
</tr>
<tr>
<td>Laxemar</td>
<td>NA</td>
<td>0.06–0.26</td>
<td>$(0.2–3) \times 10^{-6}$</td>
<td>400–650 m depth</td>
<td></td>
<td>“–“</td>
</tr>
<tr>
<td>Laxemar</td>
<td>NA</td>
<td>0.005–0.023</td>
<td>$(0.1–7) \times 10^{-6}$</td>
<td>&lt; 650 m</td>
<td></td>
<td>“–“</td>
</tr>
<tr>
<td>Forsmark</td>
<td>NA</td>
<td>0.09–0.33</td>
<td>$1 \times 10^{-7}$</td>
<td>0–200 m depth</td>
<td></td>
<td>Follin (2008), Hartley and Roberts (2013), Joyce et al. (2010)</td>
</tr>
<tr>
<td>Forsmark</td>
<td>NA</td>
<td>0.07</td>
<td>$3 \times 10^{-10}$</td>
<td>200–400 m depth</td>
<td></td>
<td>“–“</td>
</tr>
<tr>
<td>Forsmark</td>
<td>NA</td>
<td>0.005</td>
<td>$4 \times 10^{-11}$</td>
<td>&gt; 400 m</td>
<td></td>
<td>“–“</td>
</tr>
<tr>
<td>Other</td>
<td>0.1–0.3</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>On outcrops, Neretnieks personal obs.</td>
<td></td>
</tr>
</tbody>
</table>
A case of special interest is when the source term is subject to radioactive decay. For a decaying band release, $c_i = c_i e^{-\lambda t}$, the Laplace transformed $\tilde{c}_j = \frac{c_j}{s + \lambda}$. This is used in the examples. The hydraulic conductivity $K$ in the table is taken from data on mean transmissivities over a depth interval in the boreholes and from of equivalent continuous porous medium, ECPM, calculations using DFN models. The former agree fairly well with ECPM estimates on 100 m cubes. The $K$-values can vary considerably between boreholes and between realizations in ECPM.

For only one of the sites in Table 4-1 there is information on fracture widths, flowing fracture intensity as well as channel surface density. This is from the 3D experiment in the underground research laboratory at Stripa (Abelin et al. 1991). The experiment is unique in that tracer arrival was studied in a large number of locations on the walls of the drift where the 11 different tracers from nine different injection locations, 11 to 50 m above the drift were collected. In this 3D flow and tracer migration experiment a drift 100 long in fractured granite at 360 m depth, was excavated for the experiment. It was covered with 375, 2 m² size plastic sheets on walls and ceiling to collect water and tracers over more than 2 years. The rock is fully saturated deeper than a few meters below ground surface. The flowrate, which was constant throughout the experiment and tracer concentration evolution over time in each sheet, gave information on residence time distributions from different flowpaths. 160 different tracer breakthrough curves, covering a period of 2 years were analysed. Many of them had more than one peak. It was possible to estimate channel widths, flow porosities and how the tracers interacted with stagnant water in the rock matrix and in the fractures themselves. Estimates of flowing channel frequencies were also made.

All this information is not available in any one of the other sites. The channel width seems to be the only entity that is found to be in the same range for all sites. For only one of sites, Stripa 3D, there is information on flow porosity. As will be seen in the examples presented later the flow porosity is needed to determine the water residence time. However, it will also be shown that for performance assessment purposes this does not have an important influence for the long flowpaths and times of interest.
5 Examples

Some examples are used to illustrate the results and as a basis for discussion of the impact of different parameters. The data are chosen based on the detailed field and laboratory investigations of a large crystalline rock mass at Forsmark, which is the designated site for the Swedish repository for high level nuclear waste (SKB 2011). See Table 4-1 for details. The data in Table 5-1 have been selected as reasonably representative of the set of data available used in the modelling of flow and radionuclide transport from a repository at around 500 m depth. In the examples the distance from the repository vertically upward to the biosphere is chosen although most streamlines have a downward component, before turning upward. Joyce et al. (2010) using a fracture network model present stochastic simulation results on flowrates and transport related distributions for a repository at Forsmark. The values of the most important entity, $A_q/q$, in the examples presented below are well within those distributions.

In the examples only one path is used. It can be though of as one path found by particle tracking through the channel network. The numerical values for the entities in Equation (2-27) would represent a path where all the channels happen to have the mean values of the entities concerned. It is out of the scope of this paper to make a multitude of stochastic simulations of different paths.

| Table 5-1. Parameter values used in the examples. Mainly taken from Hartley and Roberts (2013), Joyce at al. (2010), and Crawford (2008). |
|---|---|---|---|
| **Notation** | **Value** | **Unit** | **Meaning** |
| $A_q/q$ | $2 P32_{flow} x_o / u_o$ | years/m | Flow wetted surface to flowrate, derived values. ($L =$Laxemar, $F =$ Forsmark) |
| $D_p$ | $3 \times 10^{-11}$ | m$^2$/s | Pore diffusion coefficient |
| grad | $1 \times 10^{-3}$ | m/m | Hydraulic gradient vertically upward |
| $K$ | $1 \times 10^{-8}$ | L/m/s | Mean hydraulic conductivity of rock mass |
| $P32_{flow}$ | 0.07 L | m$^{-1}$ | Fracture intensity at Forsmark depth 150 to 400 m and deeper than 400 m |
| $T_{1/2}$ | 5730 | years | $^{14}$C, Halflife |
| $u = u_o / f_{flow}$ | $3.3 \times 10^{-8}$ | L/F | Water velocity in channels, derived values |
| $u_o = K \times grad$ | $10^{-10}$ | L, F | Water flux upward in rock, derived values |
| $W_f$ | 0.03, 0.1, 0.3 | m | Channel width |
| $x_o$ | 500 | m | Travel distance from repository at 500 m depth to the ground surface |
| $\varepsilon_p$ | $3 \times 10^{-3}$ | – | Rock matrix porosity |
| $\varepsilon_{flow}$ | $3 \times 10^{-6}$ | – | Rock porosity of flowing fractures |

The first example is for the very long-lived $^{129}$I with $P32_{flow} = 0.07$. The breakthrough curves are shown in Figure 5-1 for linear diffusion as well as radial diffusion from the channel.

This example could illustrate transport in Forsmark rock with properties at depths between 200 and 400 m and Laxemar rock at repository depth around 500 m if the entire transport path was in this type of rock. The, would be, plug flow residence time of all fracture and pore water is 48 000 years. The residence time of the flowing water is 480 years (48 years for $\varepsilon_{flow} = 3 \times 10^{-6}$). It is seen that iodine emerges as if had been in equilibrium with a large fraction of all the pore water in the entire matrix when the diffusion is radial. Linear diffusion gives early breakthrough at around 500 years,
With a 10 times smaller flow porosity the results are practically not distinguishable in the graph. This is expected and fortunate because flow porosities and fracture apertures are difficult to assess. For this case $L_{\text{large}} = 43$ m and $L_{\text{small}} = 2.9$ m. This implies the outer radius $r_y$ of the cylinder is 1.45 m and the channel is 2.9 m long. The pore water in the rock in this cylinder will be nearly equilibrated after about 80 000 years. For the fracture network the 43 m distance between fractures only permits a small fraction of the rock to equilibrate and the BTC comes earlier.

Figure 5-2 shows the results for the extremely small value of $P_{32}^{\text{flow}} = 0.005$ m$^{-1}$. It represents the unusually tight rock at repository depth at Forsmark chosen to host the Swedish high-level nuclear waste repository (SKB 2011). This rock has very few conducting fractures. The spacing between the “fully flowing” fractures, if they were arranged on a cubic grid is 600 m in the CNM. The channel length would be about 8 m. Also here the non-sorbing species is considerably delayed compared to the linear diffusion case. In Figure 5-1 the FWS is 14 times larger. On the other hand the conductivity and so the flowrate is 10 times lower in Figure 5-2 than in Figure 5-1. The FWS to flowrate ratio $A_q/q$ only differs by a factor 1.4 but the results are very different. Note the different time scales in Figures 5-1 and 5-2.

This highlights the other aspect of the difference between channel network and fracture network properties. It is not only the fact that radial diffusion in a channel network gives larger retardation than linear diffusion for a given $A_q/q$, but that a narrow channel width implies that the channels must lie closer to each other to accommodate the same FWS per rock volume. It is the latter effect that gives the very large difference in BTC’s between Figure 5-1 and Figure 5-2.
Figure 5-3 shows that the difference between the cylindrical and flat channels increases strongly with decreasing fracture intensity $P_{32}$.

Figure 5-4 shows the results for a 0.3 m wide channel with the same data as in Figure 5-1. The difference is not very large.

Below an example is given for also a non-sorbing $^{14}$C compound such as $^{14}$CO$_3^{2-}$ or $^{14}$CH$_4$. The half-life of $^{14}$C is 5770 years, which is much shorter than $^{129}$I and can be expected to partly decay during its passage. Figure 5-5 shows results with the same data as those in Figure 5-1. The figure is divided in two sub-figures because the concentrations are very different. It is seen that $^{14}$C decays by several orders of magnitude more in the cylindrical diffusion case.

Also sorbing tracers may be more delayed by the radial diffusion than by linear diffusion. This is illustrated in Figure 5-6 by $^{135}$Cs with a half-life of $2.3 \times 10^6$ years and a retardation coefficient $R = 170$ in marine water (Crawford 2008). With radial diffusion the decay is 8 orders of magnitude larger compared to linear diffusion.

Figure 5-7 shows that at short travel distances radial and linear diffusion give the same results, as expected, and also shows that the Laplace solution agrees with the analytical solution at early times. The full line is obtained by the analytical solution with $z_y = r_y \rightarrow \infty$, which is valid for short times as well as with the Laplace transformed solution.

**Figure 5-3.** $^{129}$I concentration at $x = 500$ m, $W_f = 0.1$ m, $K = 10^{-9}$ m/s. Cylindrical diffusion full line and dashed line for linear diffusion. $P_{32\text{flow}} = 0.03, 0.1, 0.3, 1$ m$^{-1}$ from left to right.

**Figure 5-4.** $^{129}$I concentration at $x = 500$ m, for $P_{32\text{flow}} = 0.07$ m$^{-1}$ and $W_f = 0.3$m, $K = 10^{-9}$ m/s. Cylindrical diffusion full line and dashed line for linear diffusion.
Figure 5-5. $^{14}C$ concentration at $x = 500$ m, for $P_{32}^{\text{flow}} = 0.07$ m$^{-1}$ and $W_f = 0.1$ m, $K = 10^{-9}$ m/s. Cylindrical diffusion, left figure and linear diffusion, right figure.

Figure 5-6. $^{135}Cs$ concentration at $x = 500$ m, for $P_{32}^{\text{flow}} = 0.07$ m$^{-1}$ and $W_f = 0.1$ m, $K = 10^{-9}$ m/s. Cylindrical diffusion, left figure and linear, right figure.

Figure 5-7. $^{135}Cs$ concentration at $x = 10$ m, for $P_{32}^{\text{flow}} = 0.07$ m$^{-1}$ and $W_f = 0.1$ m, $K = 10^{-9}$ m/s. Cylindrical diffusion full line and dashed line for linear diffusion.

Figure 5-8 shows the impact of channel width for $^{135}Cs$. With a width of 0.3 m instead of 0.1 m as in Figure 5-6 the concentration has increased by 5 orders of magnitude. On the other hand a 0.03 m channel retards $^{35}Cs$ by an additional 14 orders of magnitude.

The dramatic impact on the retardation by the channel width can be understood by analysing how much of the matrix is accessed when the channel density increases with decreasing channel width. Table 5-2 shows the size of the cubes along which the channels are aligned. The radius at which the concentration is 0.5 $c_o$ and the fraction of rock in the region up to $r_s$ that has been equilibrated to $c_o$ after 100 000 years are shown. These entities can be obtained directly from the solution of radial concentration profile. It is seen that smaller channels give rise to higher density of channels, which in turn leads to a larger fraction of the rock to participate in the retardation.
Table 5-2. Example of impact of channel widths on retardation of a sorbing nuclide, $^{135}$Cs.

<table>
<thead>
<tr>
<th>$W_f$, m</th>
<th>$L_{\text{cone}}$, m</th>
<th>Penetration radius of 0.5 $c_0$ at inlet of tube, m</th>
<th>Fraction of rock equilibrated to $c_0$ at inlet of tube</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03</td>
<td>1.6</td>
<td>0.18</td>
<td>0.21</td>
</tr>
<tr>
<td>0.1</td>
<td>2.9</td>
<td>0.22</td>
<td>0.076</td>
</tr>
<tr>
<td>0.3</td>
<td>5.1</td>
<td>0.28</td>
<td>0.030</td>
</tr>
</tbody>
</table>

Figure 5-8. $^{135}$Cs concentration at $x = 500$ m, for $P32_{\text{flow}} = 0.07$ m$^{-1}$ and $W_f = 0.3$ m, $K = 10^{-9}$ m/s, left figure and 0.03 m right figure.
Selroos et al. (2002) compared the properties of different model concepts. In the examples used they found that the discrete fracture network model, the channel network models and also the stochastic continuum model predict similar behaviour of solute fluxes and travel times. However, in all these models including the channel network model they modelled the diffusion as one-dimensional and orthogonal to the flat fracture/channel surface. Then it is expected that the models give similar results because the results essentially depend on the ratio of the flow-wetted surface to the flowrate $A_q/q$ in the pathways, which were essentially the same.

In this report we use an alternative mode of diffusion because of the presence of channels in the fractures and of the way the networks are conceptualized. In discrete fracture network models used to simulate flow and transport of solutes that diffuse in and out of the rock matrix it is assumed that the diffusion takes place orthogonally to the fracture surface. The transmissive fractures are modelled as being transmissive over their entire area. These assumptions lead to a sparse network of conducting, “fully open” fractures in a rock with a much larger number of “fully closed” fractures. Besides that “fully open” fractures are not physically realistic and that such a network may be poorly connected it also implies that solutes diffusing in the rock matrix may reach only a small fraction of the rock matrix during the time of interest. If in contrast to the fully open or fully closed fracture assumption flow takes place in a multitude of channels that may exist in a large portion of, or even all, fractures the distance between channels will be much smaller than the distance between the “open” fractures.

From narrow channels the diffusion will become increasingly more radial as the diffusion penetration depth increases. This leads on the one hand to a larger solute flux from the flowing channel and on the other hand to a more rapid equilibration of the rock between the channels because the radial ingress of the solute contacts more rock. These effects lead to a considerably, even very much, larger retardation of the solutes.

Our most important assumptions are that channels are narrow and that they contribute as large a flow wetted surface as the “open” fractures in the DFN model do. This ensures that the flow-wetted surface is the same in both model concepts. Note that the FWS is obtained from field measurements and does not depend on if a channel network or a fracture network will be modelled. Field observations of channel widths and of channel surface densities as seen on rock faces and flowing fracture intensities as seen in boreholes, although from different sites and experiments, support the concept of channel networks in preference to fracture network with fully open/closed fractures. Numerous modelling papers on channels flow in individual fractures also strongly support the channelling concept.

$A_q/q$ is used as a performance measure and is called Flow-related transport resistance $F_r$ in Joyce et al. (2010). It is one of the most important entities that influence the nuclide transport. The larger it is the stronger will be the retardation of the nuclides. In the examples given in this paper the values are on the low end of those presented in Joyce et al. (2010) who use a stochastic fracture network model with linear diffusion. Less than 3% of all paths have $A_q/q$ lower than $2 \times 10^5$ yr/m and less than 25% have less than $2 \times 10^6$ yr/m, which are the values in the present examples, see Table 5-1. This implies that if the same distribution of $A_q/q$ paths were found with the CNM the retardation would be considerably larger for the vast majority of the flowpaths.

There are several challenges that must be addressed in order to be able to use channel network models with confidence to predict solute transport in large rock masses. Channel widths cannot be determined from borehole measurement techniques; underground observations are needed. Similarly independent information on channel surface density can at present only be determined by observations on rock faces, which only can be done underground at the actual site. Another challenge is to assess persistency of flowpaths, i.e. how long a flowpath may be with essentially the same (large) flowrate. If there exist long preferential flowpaths, e.g. in large fractures, without considerable breaking up into smaller channels and re-joining with other channels, channelling may lead to fast paths with little retardation (Oden et al. 2008). This problem is, however common with all other models.
The findings that $^{129}$I and $^{14}$C are much more retarded in channel network than in fracture network simulation can have consequences for safety assessments for high level waste repositories in crystalline rocks, especially during the first 10000 years, should canisters fail early. These two nuclides often give a considerable contribution to the dose calculations in hypothetical “what-if cases” with early release (SKB 2011, Section 13.7).
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